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Two-Faced Data
Applicability
v software language processing
v language definition
v multiple syntaxes
v visual and textual
v (un)serialisation
v lossless

v data-specific algorithms

v multiple views
v multiple tools

v interoperability & comfort
v FORBIDDEN EXAMPLE




Two-Faced Data

Structure
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Two-Faced Data
Participants

v Language
v Instance
v Left side
v Model
v Metamodel
v Mapping
v Right side
v Model
v Metamodel

v Mapping




Two-Faced Data
Collaborations

v 1 1s an instanceOf L
v elementOf
v Mx models |

v correspondsTo
v MMx models L

v representationOf

v Fx maps Mx

v inputOf
v if Mx is updatable, need BX
v can have more than two faces




Two-Faced Data
Sample Code

data A = foo(bool)
| bar(list[A] xs)

°
(4

syntax A = “foo”?
| llbar" ll(ll A+ ll)"o
4

T = implode(parse(#A, 1input)

visit(T)
{
foo(True) : cx += 1
bar([]) => foo(False)
}
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Implementation
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Multi-Language Modellin,
Intensions

Vadim Zaytsev
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Abstract. fundamental ad-
vances in the field of ontological and lin modelling. They
proposed the use of megam

¥ ith a particular set of useful r

ontological and linguistie layers, identification and separa

even formalised the act of modelling and th and denotation of a
language. In t er, we propose second order intensions and exten-
sions to more closely model linguistical and ontological conformance and

‘mapping,

1 Formal modelling of languages

In the classic theory of formal languages. a language L is defined
sequences of alphabet symbols: L C 5* [8]. This definition is casily applica-
ble to textual languages (traditionally associated with programming) and visual
languages (tr onally associated w
generalisable to graph la b eflexive transitive closure
in the definition by another operation that (usually recursively) constructs all
possible valid language instances from symbols of the alphabet. Even then, all
manipulations
mple, a parser is generally considered a mapping from the textual lan-
to the tree language in that it assigns a valid parse tree to each valid

al input [17]. Hence, the relation that is needed to formally describe
such pro is an element of (€ or ) relation with ra
alised parsers [15] that a > one textual input with a
valid parse trees. Since in practice .
output a representation of a set instead of the actual

desteps than real exceptions: the

s, and each output in an element of th

Traditional metamodelling abandons the concept. of  language in favour of
a modelling layer [13,14]. The formal ar anded to a strict hierarchical
structure: the lowest layer is too close to real life to formally decompose and

al parser is & set of parse

study (e.g., raw data, real lfe objects
s0 abstract that it is self-descriptive, and the
that model entities from the layer below

defi




Two-Faced Data
Consequences

v Questions?




